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- Probability of failure is $\leq 1 / 100$.
- Assumption: $P\left(r_{1}, r_{2}, \ldots, r_{n}\right)$ can be efficiently evaluated.
- Randomization, indeed, seems to help.
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## Quicksort

## Problem

Given an array $A$ of $n$ elements, arrange the elements in increasing order.

## Quicksort(A, s, t)

(1) If $s \geq t$, exit.
(2) Choose pivot $p$ from $\{s, s+1, \ldots, t\}$
(3) $q=\operatorname{Partition}(A, s, t, p)$. Partition $(A, s, t, p)$ partitions $A(s, t)$ in place into less than pivot, pivot and greater than pivot. It also returns the correct index of $p$.
(4) Quicksort $(A, s, q-1)$
(5) Quicksort $(A, q+1, t)$
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(4) Quicksort $(A, s, q-1)$
(5) Quicksort $(A, q+1, t)$
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## Deterministic Quicksort

## Quicksort $(A, s, t)$

- If $s \geq t$, exit.
- Deterministically choose pivot $p$ from $\{s, s+1, \ldots, t\}$
- $q=\operatorname{Partition}(A, s, t, p)$.
- Quicksort( $A, s, q-1)$
- Quicksort( $A, q+1, t)$
- For instance, pivot $p$ is always the first element.
- The running time is determined by the number of comparisons.
- Any deterministic pivot rule requires worst case $\Omega\left(n^{2}\right)$ comparisons.
- One can come up with a bad input order for any deterministic pivot rule.
- Can randomization help?
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## Why randomize?

- Worst case occurs when we repeatedly choose the smallest/largest number as pivot.
- A good pivot separates the array into two (roughly) equal parts.
- If pivot gives a [n/10, 9n/10]-split, we get the recurrence.

$$
T(n)=T(n / 10)+T(9 n / 10)+c n
$$

- Even this gives us $\Theta(n \log n)$ number of comparisons.
- A random pivot is likely to work with probability 0.8 .
- This is still an intuition.
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## Randomized Quicksort

Quicksort(A, s, $t)$

- If $s \geq t$, exit.
- Choose pivot $p$ uniformly at random from $\{s, s+1, \ldots, t\}$
- $q=\operatorname{Partition}(A, s, t, p)$.
- Quicksort( $A, s, q-1)$
- Quicksort( $A, q+1, t)$


## Analysis of Randomized Quicksort

- Let the numbers in $A$ be $z_{1}<z_{2}<\ldots<z_{n}$.
- Let $X_{i, j}$ denote an indicator random variable for all $1 \leq i<j \leq n$.
- If $z_{i}$ is compared to $z_{j}$ during the execution of the algorithm, $X_{i, j}=1$.
- Otherwise $X_{i, j}=0$


## The total no. of comparisons $X$ is given by



- Correct because $X_{i, j}$ takes only values from $\{0,1\}$.
- Also because no two $z_{i}$ and $z_{j}$ are compared more than once.
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$$

- $1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}$ is the harmonic series.
- $H_{n}$ is $\Theta(\log n)$.
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## Theorem

Randomized Quicksort correctly sorts the input array in-place and requires $\Theta(n \log n)$ comparisons in expectation.

- Can still take $\Theta\left(n^{2}\right)$ time in worst case.
- But with low probability.
- Randomized quicksort is a Las Vegas algorithm.
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## Global Min-Cut

A cut of a graph is a set of edges, which when removed, disconnects the graph. Given a connected undirected graph $G=(V, E)$, find a cut which has minimum cardinality.
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- Applications: Clustering, Network Reliability etc.
- Various deterministic algorithms known
- All are complex to describe
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To contract an edge $e=\{x, y\}$ of $G$, we merge the vertices $x$ and $y$ to create a single vertex $x y$. We retain the multiple edges that may result but don't retain the self loops.
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- The collapsed graph is denoted by $G / e$.
- G/e need not be a simple graph.
- Contraction can be done in $\Theta(n)$ time.


## Edge Contraction

To contract an edge $e=\{x, y\}$ of $G$, we merge the vertices $x$ and $y$ to create a single vertex $x y$. We retain the multiple edges that may result but don't retain the self loops.


Figure: Courtesy: Jeff Erickson

- The collapsed graph is denoted by $G / e$.
- G/e need not be a simple graph.
- Contraction can be done in $\Theta(n)$ time.


## Edge Contraction

To contract an edge $e=\{x, y\}$ of $G$, we merge the vertices $x$ and $y$ to create a single vertex $x y$. We retain the multiple edges that may result but don't retain the self loops.
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## Karger's Min-Cut Algorithm

## Randomized Min-Cut

- Pick an edge $e=\{x, y\}$ at random.
- Contract the edge $e$ and get $G^{\prime}=G / e$.
- If there are more than 2 vertices, repeat.
- Else, output the edges remaining as your cut.
- Caution: Picking e at random is not the same as picking two connected vertices $x, y$ at random.
- This algorithms completes in $\Theta\left(n^{2}\right)$ time.


## Illustration of the Algorithm: Successful
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## Illustration of the Algorithm: Unsuccessful



Figure: Courtesy: Andreas Klappenecker

## Observations

- A cut of $G^{\prime}$ is a cut of $G$.
- The min-cut size of the successive graphs never decrease.
- The algorithm returns a cut of the graph.
- The cut need not be minimal.

```
Claim 1
Cut C is returned as long as none of the edges e e C are randomly
chosen.
```
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## Main Theorem

If $C$ is a min-cut of $G$, then the algorithm outputs $C$ with probability at least $2 / n(n-1)$.

## Proof

- $C$ remains in the graph if none of its edges are chosen till step $n-2$.
- Probability that none of its edges are chosen in any step is

$$
\begin{aligned}
& \geq\left(1-\frac{2}{n}\right)\left(1-\frac{2}{n-1}\right) \ldots\left(1-\frac{2}{3}\right) \\
& =\left(\frac{n-2}{n}\right)\left(\frac{n-3}{n-1}\right) \ldots\left(\frac{1}{3}\right)=\frac{2}{n(n-1)}
\end{aligned}
$$

## Boosting

## Main Theorem

If $C$ is a min-cut of $G$, then the algorithm outputs $C$ with probability at least $2 / n(n-1)$.

- We can improve this by repeating the algorithm

```
\operatorname { P r } ( C \text { is not chosen in any of t trials } ) \leq ( 1 - \frac { 2 } { n ( n - 1 ) } )
```

- Setting $t=n(n-1) / 2$ gives us that the probability of failure is
- We can boost even further using more repeats.
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## Boosting

## Theorem

If $C$ is a min-cut of $G$, then the probability that any of the $n(n-1) / 2$ repeated trials of the algorithm does not output $C$ is at most $1 / e$.

- In $\Theta\left(n^{4}\right)$ time we can get the probability of failure to any constant by further repeats.


## Counting Min-Cuts

## Main Theorem

If $C$ is a min-cut of $G$, then the algorithm outputs $C$ with probability at least $2 / n(n-1)$.

- If $G$ has $k$ min-cuts, $C_{1}, C_{2}, \ldots, C_{k}$, then the above theorem can be applied for each $C_{i}$.
- Each of these events are mutually exclusive, since the algorithm outputs only one cut.
- The probability of outputting any min-cut is at least $2 k / n(n-1)$.
- Since a probability cannot exceed 1, we can conclude that $k \leq n(n-1) / 2$
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## Some points to take-away

- Randomized algorithms usually lead to extremely simple algorithms to describe and program.
- The power of randomness is not clear, it is not clear whether randomized algorithms help us in solving more problems in polynomial time.
BPP, RP and ZPP are a few randomized polynomial time complexity classes. We do not know if any one of them is distinct from P.
- However, it seems that randomness makes it easier to solve problems.
- Randomness must be treated as a resource. Pure, unbiased random bits are very expensive to obtain.
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回 Various lecture notes.

## int getRandomNumber() <br> \{ <br> return 4; // chosen by fair dice roll. // guaranteed to be random.

\}

Figure: XKCD Webcomic by Randall Munroe
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